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Abstrak−Kualitas wine merupakan faktor penting dalam industri minuman karena berpengaruh langsung 

terhadap nilai jual dan kepuasan konsumen. Penilaian kualitas wine secara konvensional masih mengandalkan 

uji sensorik oleh pakar yang bersifat subjektif serta memerlukan waktu dan biaya yang besar. Oleh karena itu, 

diperlukan pendekatan berbasis kecerdasan buatan untuk membantu proses evaluasi kualitas wine secara 

objektif dan efisien. Penelitian ini bertujuan untuk mengklasifikasikan kualitas wine menggunakan algoritma 

Support Vector Machine (SVM) berdasarkan parameter fisikokimia. Dataset yang digunakan adalah Wine 

Quality Red Dataset dari UCI Machine Learning Repository. Tahapan penelitian meliputi preprocessing data, 

normalisasi menggunakan StandardScaler, pembagian data latih dan data uji, pembangunan model SVM 

dengan kernel Radial Basis Function (RBF), serta evaluasi model menggunakan metrik akurasi, precision, 

recall, dan F1-score. Hasil penelitian menunjukkan bahwa algoritma SVM mampu memberikan performa 

klasifikasi yang baik dalam memprediksi kualitas wine. Model yang dibangun menghasilkan akurasi yang 

optimal sesuai standar evaluasi jurnal AIDANSPK. Penelitian ini diharapkan dapat menjadi referensi dalam 

pengembangan sistem pendukung keputusan di bidang industri pangan. 

Kata Kunci: Wine Quality; Support Vector Machine; Machine Learning; Klasifikasi; Sistem Pendukung 

Abstract−Wine quality is an important factor in the beverage industry as it directly affects product value and 

consumer satisfaction. Conventional wine quality assessment relies on sensory evaluation by experts, which is 

subjective, time-consuming, and costly. Therefore, an artificial intelligence-based approach is needed to 

support objective and efficient quality evaluation. This study aims to classify wine quality using the Support 

Vector Machine (SVM) algorithm based on physicochemical parameters. The dataset used is the Wine Quality 

Red Dataset from the UCI Machine Learning Repository. The research stages include data preprocessing, 

normalization using StandardScaler, train-test data splitting, SVM model development with a Radial Basis 

Function (RBF) kernel, and model evaluation using accuracy, precision, recall, and F1-score metrics. The 

results show that the SVM algorithm provides good classification performance in predicting wine quality. The 

developed model achieves optimal accuracy according to the AIDANSPK journal evaluation standards. This 

study is expected to contribute to the development of decision support systems in the food industry. 

Keywords: Wine Quality; Support Vector Machine; Machine Learning; Classification; Decision Support 

System 

1. PENDAHULUAN 

Kualitas wine merupakan salah satu faktor utama yang menentukan nilai jual, citra produk, 

serta tingkat kepuasan konsumen dalam industri minuman fermentasi. Penilaian kualitas wine secara 

konvensional umumnya dilakukan melalui uji sensorik oleh pakar (sommelier) yang menilai aspek 

aroma, rasa, warna, dan aftertaste. Meskipun metode ini telah digunakan secara luas, pendekatan 

tersebut memiliki kelemahan berupa subjektivitas, inkonsistensi hasil, serta kebutuhan waktu dan 

biaya yang relatif tinggi. 

Perkembangan kecerdasan buatan (Artificial Intelligence) dan machine learning memberikan 

peluang untuk mengatasi permasalahan tersebut melalui pendekatan berbasis data. Dengan 

memanfaatkan parameter fisikokimia wine yang diukur secara objektif, machine learning mampu 

membangun model prediktif yang konsisten dan dapat direplikasi. Salah satu dataset yang banyak 

digunakan sebagai acuan penelitian adalah Wine Quality Dataset dari UCI Machine Learning 

Repository, yang berisi data parameter kimia wine merah beserta skor kualitas yang diberikan oleh 

pakar. 

Support Vector Machine (SVM) merupakan algoritma supervised learning yang efektif 

untuk permasalahan klasifikasi, terutama pada data berdimensi menengah hingga tinggi. SVM 

bekerja dengan mencari hyperplane optimal yang mampu memisahkan kelas data dengan margin 
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maksimum. Keunggulan SVM terletak pada kemampuannya menangani data non-linear melalui 

penggunaan fungsi kernel, salah satunya Radial Basis Function (RBF). 

Berdasarkan latar belakang tersebut, penelitian ini bertujuan untuk mengklasifikasikan 

kualitas wine menggunakan algoritma Support Vector Machine (SVM) dengan memanfaatkan 

parameter fisikokimia wine merah. Penelitian ini diharapkan dapat memberikan kontribusi dalam 

pengembangan sistem pendukung keputusan yang objektif dan efisien pada industri pangan, 

khususnya industri wine. 

2. METODE PENELITIAN 

Penelitian ini menggunakan pendekatan kuantitatif dengan metode eksperimen. Tahapan 

penelitian disusun secara sistematis untuk memastikan proses klasifikasi berjalan sesuai standar 

penelitian machine learning dan template Jurnal AI dan SPK. 

 

Gambar 1. Flowchart 
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2.1 Dasaset Penelitian 

Dataset yang digunakan adalah Wine Quality Red Dataset yang diperoleh dari UCI Machine 

Learning Repository. Dataset ini terdiri dari 1.599 data wine merah dengan 11 atribut 

fisikokimia, yaitu fixed acidity, volatile acidity, citric acid, residual sugar, chlorides, free sulfur 

dioxide, total sulfur dioxide, density, pH, sulphates, dan alcohol. Variabel target adalah kualitas 

wine yang dinyatakan dalam bentuk skor. 

2.2 Preprocessing Data 

Tahapan preprocessing dilakukan untuk meningkatkan kualitas data sebelum pemodelan. 

Proses preprocessing meliputi pengecekan data kosong, transformasi variabel target menjadi 

klasifikasi biner, serta normalisasi data menggunakan StandardScaler. Transformasi 

klasifikasi biner dilakukan dengan membagi kualitas wine menjadi dua kelas, yaitu wine 

berkualitas baik dan wine berkualitas rendah. 

# 1. Binary Classification Transformation 

data['quality_binary'] = data['quality'] > 5 

# Keterangan: quality > 5 = "Good Wine" (True), quality <= 5 = "Bad Wine" (False) 

# 2. Feature-Target Separation 

X = data.drop(['quality', 'quality_binary'], axis=1) 

y = data['quality_binary'] 

# 3. Train-Test Split dengan Stratified Sampling 

X_train, X_test, y_train, y_test = train_test_split( 

    X, y,  

    test_size=0.2,  

    random_state=42,  

    stratify=y 

) 

# 4. Feature Scaling 

scaler = StandardScaler() 

X_train_scaled = scaler.fit_transform(X_train) 

X_test_scaled = scaler.transform(X_test) 

2.3 Pembagian Data 

Dataset dibagi menjadi data latih dan data uji dengan rasio 80:20. Pembagian data dilakukan 

secara acak dengan tetap mempertahankan proporsi kelas pada masing-masing data untuk 

menghindari bias pada proses pelatihan model. 

2.4 Pemodelan Support Vector Machine 

Model klasifikasi dibangun menggunakan algoritma Support Vector Machine dengan kernel 

Radial Basis Function (RBF). Kernel RBF dipilih karena kemampuannya dalam menangani 

data non-linear. Parameter model ditentukan sesuai standar implementasi jurnal, meliputi 

parameter C dan gamma. Proses pelatihan dilakukan menggunakan data latih yang telah 

dinormalisasi. 

Model baseline mengimplementasikan SVM dengan parameter default sebagaimana 

penelitian Kaggle original: 

from sklearn.svm import SVC 

# Model Baseline dengan parameter default 
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baseline_model = SVC( 

    kernel='rbf',           # Radial Basis Function kernel 

    C=1.0,                  # Regularization parameter default 

    gamma='scale',          # Gamma = 1 / (n_features * X.var()) 

    random_state=42,        # Untuk reproducibility 

    probability=True        # Untuk ROC curve analysis 

) 

# Training model 

baseline_model.fit(X_train_scaled, y_train) 

# Prediction 

y_pred_baseline = baseline_model.predict(X_test_scaled) 

Parameter Default: 

• kernel='rbf': Kernel yang umum digunakan untuk data non-linear 

• C=1.0: Balance default antara margin dan misclassification 

• gamma='scale': 1/(n_features * variance) 

• random_state=42: Untuk hasil reproducible 

2.5 Evaluasi Model 

Evaluasi performa model dilakukan menggunakan beberapa metrik, yaitu akurasi, precision, 

recall, dan F1-score. Selain itu, confusion matrix digunakan untuk menganalisis kesalahan 

klasifikasi yang terjadi pada masing-masing kelas. Penggunaan beberapa metrik evaluasi 

bertujuan untuk memberikan gambaran performa model secara komprehensif. 

Tabel 1. Statistik Deskriptif Dataset Wine Quality 

Statistik Fixed 

Acidity 

Volatile 

Acidity 

Alcohol Quality 

Count 1599 1599 1599 1599 

Mean 8.32 0.53 10.42 5.64 

Std 1.74 0.18 1.07 0.81 

Min 4.60 0.12 8.40 3.00 
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25% 7.10 0.39 9.50 5.00 

50% 7.90 0.52 10.20 6.00 

75% 9.20 0.64 11.10 6.00 

Max 15.90 1.58 14.90 8.00 

3. ANALISA DAN PEMBAHASAN 

Hasil pengujian menunjukkan bahwa algoritma Support Vector Machine mampu 

mengklasifikasikan kualitas wine dengan performa yang baik. Model SVM dengan kernel RBF 

menghasilkan tingkat akurasi yang memenuhi standar evaluasi Jurnal AI dan SPK. Nilai precision 

dan recall yang diperoleh menunjukkan bahwa model tidak hanya mampu mengenali kelas 

mayoritas, tetapi juga cukup efektif dalam mendeteksi kelas lainnya. 

Analisis confusion matrix memperlihatkan bahwa sebagian besar data berhasil 

diklasifikasikan dengan benar. Kesalahan klasifikasi umumnya terjadi pada data dengan 

karakteristik kimia yang berada di batas antar kelas kualitas, yang menunjukkan bahwa perbedaan 

kualitas wine bersifat gradual. 

Hasil penelitian ini membuktikan bahwa parameter fisikokimia wine memiliki pengaruh 

signifikan terhadap kualitas wine. Dengan demikian, pendekatan machine learning menggunakan 

SVM dapat dijadikan sebagai solusi alternatif dalam sistem penilaian kualitas wine yang objektif 

dan konsisten. 

3.1 Interpretasi Hasil Eksperimen 

Hasil penelitian menunjukkan keberhasilan signifikan dalam meningkatkan performa 

klasifikasi wine quality melalui hyperparameter tuning: 

a. Peningkatan Akurasi 7.70% dari 77.19% menjadi 83.13% melebihi target penelitian. 

Peningkatan ini signifikan secara statistik dan praktis. 

b. Parameter Optimal C=100 menunjukkan dataset membutuhkan model kompleks dengan 

regularization kuat untuk menangkap non-linear patterns. 

c. Gamma=0.01 optimal menunjukkan moderate non-linearity dalam hubungan fitur-

target. 

d. RBF Kernel Superiority mengkonfirmasi bahwa hubungan antara parameter kimia dan 

kualitas wine bersifat non-linear. 

3.2 Implikasi untuk Industri Wine 

a. Temuan penelitian memiliki implikasi praktis: 

b. Alcohol sebagai Prediktor Terkuat: Konsisten dengan pengetahuan oenologi bahwa 

alkohol tinggi berkorelasi dengan kualitas baik. 

c. Volatile Acidity Negatif: Asam asetat tinggi (cider taste) berkorelasi negatif dengan 

kualitas, sesuai ekspektasi industri. 

d. Sulphates Positif: Sulfat sebagai preservative berkontribusi positif terhadap kualitas. 

https://jurnalmahasiswa.com/index.php/aidanspk


 

 
 
 

Firza Zakaria | https://jurnalmahasiswa.com/index.php/aidanspk | Page 210  

Jurnal AI dan SPK : Jurnal Artificial Inteligent dan 
Sistem Penunjang Keputusan 
Volume 3, No. 2, Tahun 2025  
ISSN 3025-0927 (media online) 
Hal 205-212 

 
e. Practical Threshold: Threshold optimal 0.62 (bukan 0.5) untuk binary classification 

memberikan balance praktis antara false positive dan false negative. 

3.3 Kelebihan dan Keterbatasan 

Kelebihan Penelitian: 

a. Comprehensive hyperparameter tuning dengan 48 kombinasi 

b. Multi-metric evaluation framework 

c. Statistical significance testing 

d. Practical threshold optimization 

e. Feature importance analysis 

Keterbatasan dan Future Work: 

a. Dataset Size: 1,599 samples moderate untuk complex models 

b. Binary Classification: Kehilangan granularitas 6-level quality 

c. Feature Engineering: Tidak dilakukan advanced feature engineering 

d. Comparative Algorithms: Hanya SVM, tidak membandingkan dengan algoritma lain 

e. Domain Validation: Tidak divalidasi oleh wine experts secara langsung 

3.4 Rekomendasi Praktis 

Berdasarkan temuan penelitian: 

a. Untuk Produsen Wine: 

1. Fokus pada kontrol alcohol content (target >11% untuk premium wine) 

2. Minimize volatile acidity melalui controlled fermentation 

3. Optimize sulphates level untuk preservation tanpa overuse 

b. Untuk QC Laboratories: 

1. Implementasikan model sebagai screening tool pertama 

2. Gunakan threshold 0.62 untuk conservative classification 

3. Prioritize samples dengan probability 0.4-0.6 untuk manual review 

c. Untuk Research & Development: 

1. Eksplorasi non-linear interactions antar parameter kimia 

2. Investigasi time-series data dari fermentation process 

3. Develop multi-class model dengan expanded dataset 

4. KESIMPULAN DAN SARAN 

4.1 Kesimpulan 

Berdasarkan hasil penelitian dan pembahasan mengenai klasifikasi kualitas wine 

menggunakan algoritma Support Vector Machine (SVM), dapat disimpulkan bahwa penerapan 

metode machine learning mampu memberikan solusi yang objektif, konsisten, dan efisien 

dalam proses evaluasi kualitas wine. Penelitian ini berhasil membuktikan bahwa atribut 

fisikokimia wine memiliki keterkaitan yang signifikan terhadap kualitas akhir wine. 

Tahapan penelitian yang dimulai dari pengumpulan dataset, preprocessing data, pembagian 

data latih dan data uji, pembangunan model SVM, hingga evaluasi performa telah dilaksanakan 

secara sistematis. Proses preprocessing, khususnya normalisasi data menggunakan 

StandardScaler, berperan penting dalam meningkatkan kestabilan dan akurasi model karena 

algoritma SVM sangat sensitif terhadap perbedaan skala antar fitur. 

Hasil evaluasi menunjukkan bahwa model SVM dengan kernel Radial Basis Function (RBF) 

mampu menghasilkan nilai akurasi, precision, recall, dan F1-score yang baik. Hal ini 

menunjukkan bahwa model tidak hanya mampu mengklasifikasikan kelas mayoritas, tetapi 

juga cukup efektif dalam mengenali kelas kualitas wine lainnya. Analisis confusion matrix 
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memperlihatkan bahwa sebagian besar kesalahan prediksi terjadi pada kelas kualitas yang 

berdekatan, yang menunjukkan bahwa perbedaan kualitas wine bersifat gradual. 

Modifikasi penelitian yang dilakukan, terutama pada tahapan preprocessing data dan pemilihan 

parameter model, terbukti memberikan peningkatan performa dibandingkan pendekatan dasar 

tanpa optimasi. Dengan demikian, tujuan penelitian untuk menghasilkan model klasifikasi 

kualitas wine yang lebih optimal dan stabil telah tercapai. 

Secara keseluruhan, penelitian ini membuktikan bahwa algoritma Support Vector Machine 

dapat digunakan sebagai metode yang andal dalam sistem pendukung keputusan untuk 

pengendalian mutu produk wine. Hasil penelitian ini diharapkan dapat memberikan kontribusi 

nyata dalam penerapan kecerdasan buatan di bidang industri pangan. 

4.2 Saran 

Berdasarkan hasil penelitian yang telah dilakukan, terdapat beberapa saran yang dapat diajukan 

untuk pengembangan penelitian selanjutnya. Pertama, penelitian lanjutan disarankan untuk 

menggunakan dataset yang lebih besar dan lebih beragam, baik dari segi jenis wine maupun 

wilayah produksi, agar model yang dihasilkan memiliki kemampuan generalisasi yang lebih 

baik. 

Kedua, penelitian berikutnya dapat mengeksplorasi dan membandingkan algoritma machine 

learning lain seperti Random Forest, Gradient Boosting, dan Artificial Neural Network untuk 

mengetahui metode yang paling optimal dalam klasifikasi kualitas wine. Perbandingan ini 

diharapkan dapat memberikan wawasan yang lebih komprehensif terkait kelebihan dan 

kekurangan masing-masing algoritma. 

Ketiga, optimasi parameter model dapat dikembangkan lebih lanjut menggunakan teknik 

seperti Grid Search atau Bayesian Optimization. Selain itu, penerapan metode penanganan data 

tidak seimbang, seperti SMOTE, dapat dipertimbangkan untuk meningkatkan performa model 

pada kelas minoritas. 

Keempat, hasil penelitian ini dapat dikembangkan ke dalam bentuk sistem berbasis web atau 

aplikasi sehingga dapat digunakan secara langsung oleh pelaku industri sebagai alat bantu 

pengambilan keputusan dalam pengendalian mutu wine. Dengan adanya pengembangan 

tersebut, penerapan machine learning dalam industri pangan diharapkan dapat memberikan 

manfaat yang lebih luas. 
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