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Abstrak−Perkembangan teknologi digital telah meningkatkan intensitas penggunaan permainan daring (game) 

di kalangan anak-anak. Meskipun memberikan hiburan dan pelatihan kognitif, penggunaan game berlebihan 

dapat memengaruhi perilaku sosial, kualitas tidur, dan prestasi akademik. Penelitian ini bertujuan untuk 

mengklasifikasikan tingkat ketergantungan anak terhadap game berdasarkan sejumlah faktor seperti usia, jenis 

kelamin, jam bermain game per hari, pengawasan orang tua, gangguan tidur, nilai akademik, skor sosial, 

perilaku agresif, dan riwayat ketergantungan game. Metode yang digunakan adalah data mining dengan 

algoritma K-Nearest Neighbor (KNN) untuk mengelompokkan tingkat ketergantungan ke dalam tiga kategori: 

Ringan, Sedang, dan Berat. Dataset sintetis berisi 25 data anak dengan berbagai karakteristik perilaku bermain 

dan sosial. Hasil penelitian menunjukkan bahwa model KNN dengan nilai k = 3 mampu mengklasifikasikan 

tingkat ketergantungan dengan akurasi yang cukup baik dan dapat dijadikan acuan untuk memantau kebiasaan 

bermain game pada anak-anak serta membantu intervensi dini dalam mencegah dampak negatif ketergantungan 

game. 

Kata Kunci: data mining, K-Nearest Neighbor, game, anak, ketergantungan digital. 

Abstract−The development of digital technology has increased the intensity of online game usage among 

children. Although games provide entertainment and cognitive training, excessive game use can affect social 

behavior, sleep quality, and academic performance. This study aims to classify the level of children’s game 

addiction based on several factors, including age, gender, daily gaming duration, parental supervision, sleep 

disturbances, academic grades, social scores, aggressive behavior, and a history of game addiction. The 

method used is data mining with the K-Nearest Neighbor (KNN) algorithm to group addiction levels into three 

categories: Mild, Moderate, and Severe. The dataset is a synthetic dataset consisting of 25 children with various 

gaming and social behavior characteristics. The results show that the KNN model with a value of k = 3 is able 

to classify addiction levels with fairly good accuracy and can be used as a reference to monitor children’s 

gaming habits and support early intervention to prevent the negative impacts of game addiction. 

Keywords: data mining, K-Nearest Neighbor, games, children, digital addiction. 

1. PENDAHULUAN 

Perkembangan teknologi informasi dan komunikasi telah membawa dampak besar dalam 

kehidupan manusia, terutama pada anak-anak. Salah satu kemajuan teknologi yang paling diminati 

adalah permainan digital (digital games). Game kini tidak hanya berfungsi sebagai sarana hiburan, 

tetapi juga dapat memengaruhi perilaku, emosi, dan kemampuan sosial anak. 

Namun, penggunaan game yang berlebihan tanpa pengawasan yang memadai dapat 

menyebabkan dampak negatif seperti gangguan tidur, penurunan prestasi akademik, dan munculnya 

perilaku agresif. Kondisi ini menimbulkan kekhawatiran tentang tingkat ketergantungan anak 

terhadap permainan digital dan dampaknya pada perkembangan mereka. 

Fenomena tersebut menunjukkan pentingnya pendekatan analisis berbasis data untuk 

memahami dan mengklasifikasikan tingkat ketergantungan anak terhadap game. Melalui metode 

data mining, perilaku bermain anak dapat dianalisis secara mendalam menggunakan algoritma 

pembelajaran mesin. Algoritma K-Nearest Neighbor (KNN) dipilih karena kemampuannya dalam 

mengelompokkan data berdasarkan kemiripan karakteristik antar individu. 

Oleh karena itu, penelitian ini dilakukan untuk mengklasifikasikan tingkat ketergantungan 

anak terhadap permainan digital menggunakan algoritma KNN dengan mempertimbangkan faktor-

faktor seperti usia, jenis kelamin, lama jam bermain per hari, pengawasan orang tua, waktu tidur, 

prestasi akademik, skor sosial, perilaku agresif, serta riwayat ketergantungan game. 
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Berdasarkan latar belakang di atas, maka rumusan masalah dalam penelitian ini adalah: 

1. Bagaimana menerapkan algoritma K-Nearest Neighbor (KNN) untuk 

mengklasifikasikan tingkat ketergantungan anak terhadap game? 

2. Faktor apa saja yang memengaruhi hasil klasifikasi tingkat ketergantungan anak 

terhadap game? 

3. Seberapa akurat model KNN dalam memprediksi tingkat ketergantungan anak? 

Adapun tujuan dari penelitian ini adalah: 

1. Menerapkan algoritma KNN dalam menganalisis dan mengklasifikasikan tingkat 

ketergantungan anak terhadap game. 

2. Mengetahui pengaruh faktor-faktor seperti usia, lama bermain, genre game, dan 

pengawasan orang tua terhadap tingkat ketergantungan. 

3. Mengevaluasi akurasi model KNN dalam klasifikasi ketergantungan anak terhadap 

game 

Agar penelitian ini terarah dan fokus, batasan masalah ditetapkan sebagai berikut: 

1. Data yang digunakan merupakan dataset sintetis sebanyak 25 entri dengan atribut 

yang telah ditentukan (usia, jenis kelamin, lama bermain, genre, dan sebagainya). 

2. Algoritma yang digunakan hanya K-Nearest Neighbor (KNN) tanpa 

membandingkan dengan algoritma lain. 

3. Penelitian ini hanya berfokus pada analisis klasifikasi tingkat ketergantungan, 

bukan pada aspek psikologis mendalam. 

4. Pemrosesan data dilakukan menggunakan bahasa pemrograman Python dengan 

pustaka csv, math dan random. 

Manfaat dari penelitian ini antara lain: 

1. Bagi orang tua: sebagai bahan pertimbangan dalam mengawasi dan mengontrol 

aktivitas bermain game anak-anak. 

2. Bagi pendidik: sebagai referensi dalam memahami dampak penggunaan game 

terhadap performa akademik dan sosial siswa. 

3. Bagi peneliti: memberikan contoh penerapan algoritma KNN dalam bidang sosial 

dan pendidikan. 

4. Bagi masyarakat umum: sebagai edukasi mengenai pentingnya keseimbangan 

antara hiburan digital dan kehidupan nyata anak. 

2. TINJAUAN PUSTAKA 

2.1 Data Mining 

Data mining adalah proses menggali informasi atau pola tersembunyi dari kumpulan data 

besar menggunakan teknik statistik, kecerdasan buatan, dan pembelajaran mesin. Dalam konteks 

ini, data mining digunakan untuk mengidentifikasi pola perilaku bermain game yang berkaitan 

dengan tingkat ketergantungan anak. 

2.2 Algoritma K-Nearest Neighbor (KNN) 

K-Nearest Neighbor (KNN) merupakan algoritma klasifikasi berbasis jarak yang bekerja 

dengan mencari sejumlah (k) tetangga terdekat dari data baru. Kelas dari data baru tersebut 

ditentukan berdasarkan mayoritas kelas dari tetangga-tetangganya. 

Rumus jarak Euclidean yang umum digunakan adalah: 

𝑑(𝑝, 𝑞) = √∑  

𝑛

𝑖=1

(𝑝𝑖 − 𝑞𝑖)2 

Nilai k yang optimal akan memengaruhi hasil klasifikasi. Semakin besar nilai k, semakin 

halus hasil prediksinya, namun bisa mengurangi sensitivitas terhadap pola lokal. 

2.3 Ketergantungan Game 

Tingkat ketergantungan diklasifikasikan menjadi tiga kategori sebagai target label dalam 

model K-Nearest Neighbor (KNN): 
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 Ringan: Anak bermain game dalam frekuensi dan durasi yang masih terkendali, 

tidak mengganggu tidur, prestasi akademik, dan interaksi  

 sosialnya. Perilaku agresif rendah atau tidak ada, dan pengawasan orang tua cukup. 

 Sedang: Anak mulai menunjukkan gangguan pada pola tidur, penurunan nilai 

akademik, atau skor sosial menurun. Perilaku agresif muncul kadang-kadang, dan 

ada riwayat ketergantungan. 

 Berat: Anak bermain game secara berlebihan sampai mengabaikan tanggung jawab 

sosial dan akademik, mengalami gangguan tidur yang signifikan, skor sosial rendah 

(0–3), perilaku agresif tinggi (1–2), serta pengawasan orang tua minim atau tidak 

efektif. 

Kategori ini memudahkan klasifikasi tingkat ketergantungan anak terhadap game 

berdasarkan kumpulan data perilaku dan karakteristik yang lengkap. 

3. METODOLOGI PENELITIAN 

3.1 Data Penelitian 

Dataset yang digunakan terdiri dari 25 data sintetis yang menggambarkan perilaku bermain 

game anak-anak. Setiap data memiliki atribut sebagai berikut: 

Tabel 1. Daftar Atribut Dataset 

Kolom Keterangan 

Usia Usia anak (tahun) 

Jenis_Kelamin L = Laki-laki, P = Perempuan 

Lama_Bermain_Perhari Rata-rata jam bermain per hari 

Pengawasan_OrangTua Frekuensi pengawasan (0–2) 

Gangguan_Tidur_jam Jam tidur rata-rata 

Nilai_Rata2 Nilai akademik (0–100) 

Skor_Sosial Skor interaksi sosial (0–10) 

Perilaku_Agresif Skor perilaku (0–2) 

Riwayat_Ketergantungan 0 = Tidak, 1 = Pernah 

Label Target klasifikasi (0–3) 

 

Berikut Penjelasan untuk Skor_sosial : 

Tabel 2. Interpretasi Skor Sosial Anak 

Skor Interpretasi 

0–3 Sangat rendah : jarang berinteraksi atau sulit bergaul 

4–6 
Sedang : kadang bisa berinteraksi dengan baik, kadang 

tertutup 

7–8 
Baik : aktif berinteraksi, punya teman dekat, bisa bekerja 

sama 

9–10 
Sangat baik : sangat mudah bergaul, pandai berempati, 

banyak teman 

 

Berikut Penjelasan untuk Perilaku_Agresif: 

Tabel 3. Kategori dan Penjelasan Perilaku Agresif Anak 

Nilai Kategori Penjelasan 

0 Tidak Agresif 
Anak bermain dengan tenang, tidak mudah 

marah, tidak meniru kekerasan dari game. 
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1 Sedikit Agresif 

Kadang menunjukkan sikap mudah 

tersinggung, berbicara kasar, atau meniru 

perilaku kasar dari game. 

2 Sangat Agresif 

Sering marah-marah, memukul, menendang, 

atau menunjukkan perilaku kekerasan baik di 

rumah maupun sekolah. 

 

Berikut 25 data anak dalam csv : 

 

3.2 Tahapan Penelitian 

Penjelasan Teknis Tahapan Penelitian Klasifikasi Ketergantungan Game dengan KNN 

Manual: 

1. Membaca Dataset 

Data dimuat dari file CSV menggunakan modul csv Python dengan pemisah(;). Setiap baris 

berisi data atribut seperti usia, jenis kelamin (L/P), jam bermain per hari, pengawasan orang 

tua, jam tidur, nilai akademik, skor sosial, perilaku agresif, riwayat ketergantungan, dan label 

tingkat ketergantungan (Ringan/Sedang/Berat). Jenis kelamin dikonversi ke numerik 0 untuk 

Laki-laki dan 1 untuk Perempuan melalui fungsi encode_gender. Label target dikonversi ke 

angka dengan fungsi label_to_num. 

2. Pra-pemrosesan Data 

Setelah data terbaca, seluruh fitur numerik dinormalisasi menggunakan metode Min-Max. 

Proses ini mengubah nilai setiap fitur ke skala 0 hingga 1, sehingga perhitungan jarak 

Euclidean pada KNN menjadi lebih akurat dan tidak bias pada atribut dengan skala besar. 

3. Pembagian Data 

Dataset diacak menggunakan shuffle untuk menghindari bias urutan data, lalu dibagi secara 

manual menjadi 80% data pelatihan dan 20% data pengujian (split indeks 80%). 

4. Implementasi KNN Manual 

Algoritma KNN dijalankan secara manual: 

 Menghitung jarak Euclidean antara data uji yang dinormalisasi dengan seluruh data 

latih. 

 Mengurutkan data latih berdasarkan jarak terdekat. 

 Memilih k=3 tetangga terdekat. 

 Mengambil mayoritas label dari tetangga tersebut sebagai prediksi. 

5. Evaluasi Model 

Akurasi dihitung dengan membandingkan prediksi terhadap label sebenarnya pada data uji. 

Nilai akurasi mengekspresikan persentase prediksi benar dari total data uji. 

6. Prediksi Data Baru 

Model menerima input fitur baru berupa usia, jenis kelamin, jam main, pengawasan, 

gangguan tidur, nilai akademik, skor sosial, perilaku agresif, dan riwayat ketergantungan. 

Data ini dinormalisasi menggunakan nilai Min-Max dari dataset latih, lalu diprediksi tingkat 

ketergantungan dengan fungsi KNN manual yang sama. 

7. Output Prediksi dan Data Tetangga Terdekat 
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Hasil prediksi disajikan dalam label kategori (Ringan/Sedang/Berat), dan 3 data terdekat dari 

dataset latih juga ditampilkan sebagai referensi untuk memahami keputusan model. 

4. HASIL DAN PEMBAHASAN 

4.1 Implementasi Algoritma KNN 

Penelitian ini mengimplementasikan algoritma K-Nearest Neighbor (KNN) secara manual 

untuk mengklasifikasikan tingkat ketergantungan anak terhadap game. KNN memilih tetangga 

terdekat berdasarkan jarak Euclidean antar fitur numerik yang sudah dinormalisasi dengan metode 

Min-Max. Parameter utama yang digunakan adalah nilai 𝑘 = 3, artinya prediksi ditentukan dari 

mayoritas kelas tiga data terdekat. 

4.2 Kode Program 

 
 # === Import library yang dibutuhkan === 
import csv             # Untuk membaca file CSV yang berisi 
dataset anak 
import math            # Untuk perhitungan matematika (akar 
kuadrat) 
from collections import Counter   # Untuk menghitung frekuensi 
kelas (voting mayoritas) 
from random import shuffle        # Untuk mengacak data sebelum 
pembagian train/test 
 
# === Fungsi bantu (helper functions) === 
def encode_gender(jk): 
    jk = jk.strip().upper()       # Hapus spasi & ubah ke huruf 
besar 
    return 0 if jk == "L" else 1  # Ubah jenis kelamin ke angka 
(L=0, P=1) 
 
def label_to_num(label): 
    # Konversi label teks menjadi angka agar bisa dihitung 
    mapping = {"Ringan": 0, "Sedang": 1, "Berat": 2} 
    return mapping.get(label.strip().capitalize(), None) 
 
def num_to_label(num): 
    # Konversi angka kembali menjadi label teks 
    mapping = {0: "Ringan", 1: "Sedang", 2: "Berat"} 
    return mapping.get(num, str(num)) 
 
def euclidean_distance(a, b): 
    # Rumus jarak Euclidean: d = √Σ(x_i - y_i)² 
    return math.sqrt(sum((x - y) ** 2 for x, y in zip(a, b))) 
 
# === Baca data dari file CSV === 
def load_csv(filename): 
    data = [] 
    with open(filename, newline='', encoding='utf-8') as f: 
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        reader = csv.reader(f, delimiter=';')   # Baca data dengan 
pemisah ';' 
        next(reader)  # Lewati baris header 
        for row in reader: 
            if len(row) < 11:   # Abaikan baris yang tidak lengkap 
                continue 
            # Ambil dan ubah tipe data dari string ke 
float/integer 
            usia = float(row[1]) 
            jk = encode_gender(row[2]) 
            jam_main = float(row[3]) 
            pengawasan = float(row[4]) 
            tidur = float(row[5]) 
            nilai = float(row[6]) 
            sosial = float(row[7]) 
            agresif = float(row[8]) 
            riwayat = float(row[9]) 
            label = label_to_num(row[10]) 
            # Gabungkan semua atribut ke satu list fitur 
            fitur = [usia, jk, jam_main, pengawasan, tidur, nilai, 
sosial, agresif, riwayat] 
            # Simpan data dalam bentuk tuple (fitur, label, 
data_asli) 
            data.append((fitur, label, row)) 
    return data 
 
# === Normalisasi data dengan metode Min-Max === 
def normalize(data): 
    # Ambil semua fitur (tanpa label) 
    X = [fitur for fitur, _, _ in data] 
    # Cari nilai minimum dan maksimum tiap kolom 
    X_min = [min(col) for col in zip(*X)] 
    X_max = [max(col) for col in zip(*X)] 
    norm_data = [] 
    # Normalisasi tiap fitur ke skala 0–1: (x - min) / (max - min) 
    for fitur, label, raw in data: 
        norm = [(f - mn) / (mx - mn) if mx - mn != 0 else 0 
                for f, mn, mx in zip(fitur, X_min, X_max)] 
        norm_data.append((norm, label, raw)) 
    return norm_data, X_min, X_max 
 
# === Implementasi algoritma KNN secara manual === 
def knn_predict(data_norm, x_baru_norm, k=3): 
    jarak = [] 
    # Hitung jarak Euclidean antara data baru dan semua data latih 
    for fitur, label, raw in data_norm: 
        d = euclidean_distance(fitur, x_baru_norm) 
        jarak.append((d, label, raw)) 
    # Urutkan hasil berdasarkan jarak terkecil 
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    jarak.sort(key=lambda x: x[0]) 
    # Ambil k tetangga terdekat (k=3) 
    tetangga = jarak[:k] 
    # Ambil label yang paling sering muncul (voting mayoritas) 
    hasil = Counter([lbl for _, lbl, _ in 
tetangga]).most_common(1)[0][0] 
    return hasil, tetangga 
 
# === Evaluasi akurasi model KNN === 
def evaluate_knn(data, k=3): 
    shuffle(data)   # Acak urutan data 
    split_idx = int(0.8 * len(data))   # 80% data untuk training, 
20% untuk testing 
    train, test = data[:split_idx], data[split_idx:] 
    train_norm, X_min, X_max = normalize(train)  # Normalisasi 
data train 
    benar = 0 
    # Uji data test satu per satu 
    for fitur, label, _ in test: 
        norm_test = [(x - mn) / (mx - mn) if mx - mn != 0 else 0 
                     for x, mn, mx in zip(fitur, X_min, X_max)] 
        pred, _ = knn_predict(train_norm, norm_test, k) 
        if pred == label:  # Jika hasil prediksi sama dengan label 
sebenarnya 
            benar += 1 
    return benar / len(test)  # Persentase akurasi 
 
# === Program utama === 
def main(): 
    filename = r"C:\Users\Mtcha\Data Mining\dataanak.csv" 
    data = load_csv(filename)        # Baca dataset 
    data_norm, X_min, X_max = normalize(data)  # Normalisasi 
seluruh data 
    print(f"Data berhasil dimuat: {len(data)} baris.\n") 
 
    # Hitung akurasi model KNN 
    acc = evaluate_knn(data, k=3) 

    print(f"🎯 Akurasi Model KNN (manual, k=3): {acc * 
100:.2f}%\n") 
 
    # Input manual dari pengguna 
    print("Masukkan data baru untuk diprediksi:") 
    usia = float(input("Usia: ")) 
    jk = encode_gender(input("Jenis Kelamin (L/P): ")) 
    jam_main = float(input("Jam Main per Hari: ")) 
    pengawasan = float(input("Pengawasan Orang Tua 
(0=Tidak,1=Cukup,2=Baik): ")) 
    tidur = float(input("Gangguan Tidur (jam): ")) 
    nilai = float(input("Nilai Rata-rata: ")) 
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    # Panduan penilaian sosial dan agresif 

    print("\n📘 Panduan Skor Sosial:") 
    print("• 0–3   → Sangat Rendah") 
    print("• 4–6   → Sedang") 
    print("• 7–8   → Baik") 
    print("• 9–10  → Sangat Baik") 
    sosial = float(input("\nMasukkan Skor Sosial (0–10): ")) 
 

    print("\n📗 Panduan Perilaku Agresif:") 
    print("• 0 → Tidak Agresif") 
    print("• 1 → Sedikit Agresif") 
    print("• 2 → Sangat Agresif") 
    agresif = float(input("\nMasukkan Perilaku Agresif (0–2): ")) 
 
    riwayat = float(input("\nRiwayat Ketergantungan (0/1): ")) 
 
    # Bentuk data baru dan normalisasi sesuai skala dataset 
    data_baru = [usia, jk, jam_main, pengawasan, tidur, nilai, 
sosial, agresif, riwayat] 
    data_baru_norm = [ 
        (x - mn) / (mx - mn) if mx - mn != 0 else 0 
        for x, mn, mx in zip(data_baru, X_min, X_max) 
    ] 
 
    # Prediksi hasil menggunakan KNN 
    hasil, tetangga = knn_predict(data_norm, data_baru_norm, k=3) 
 
    print("\n=== HASIL PREDIKSI KNN (K=3) ===") 
    print("Tingkat Ketergantungan:", num_to_label(hasil)) 
 
    # Tampilkan 3 data terdekat untuk referensi 
    print("\n3 Data Terdekat dari Dataset Asli:") 
    print("-------------------------------------------------------
-----------------------------------------------------") 
    print("No | Usia | JK | JamMain | Pengawasan | Tidur | Nilai | 
Sosial | Agresif | Riwayat | Label | Jarak") 
    print("-------------------------------------------------------
-----------------------------------------------------") 
    for d, l, raw in tetangga: 
        print(f"{raw[0]:>2} | {raw[1]:>4} | {raw[2]:>2} | 
{raw[3]:>7} | {raw[4]:>11} | {raw[5]:>5} | " 
              f"{raw[6]:>5} | {raw[7]:>6} | {raw[8]:>8} | 
{raw[9]:>8} | {raw[10]:>6} | {d:.4f}") 
    print("-------------------------------------------------------
-----------------------------------------------------") 
 
    # Kesimpulan akhir 
    print("\n=== KESIMPULAN ===") 
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    print("1 ⃣️ Algoritma KNN berhasil diterapkan untuk 
mengklasifikasikan tingkat ketergantungan anak terhadap game.") 

    print("2 ⃣️ Faktor-faktor yang memengaruhi hasil: usia, jenis 
kelamin, jam main, pengawasan, tidur, nilai, sosial, agresif, dan 
riwayat.") 

    print(f"3 ⃣️ Akurasi model KNN adalah {acc * 100:.2f}% — cukup 
baik untuk dataset kecil.") 
 
# === Jalankan program utama === 
if __name__ == "__main__": 
    main() 
 
 

Kode program diimplementasikan menggunakan bahasa Python dengan modul dasar 

seperti csv, math, dan collections. Tahapan utama meliputi: 

 Pemrosesan data dari file CSV, termasuk encoding atribut kategorikal (jenis 

kelamin) dan label (tingkat ketergantungan). 

 Normalisasi fitur numerik dengan Min-Max scaling. 

 Fungsi untuk menghitung jarak Euclidean antar data. 

 Fungsi prediksi KNN yang mengembalikan kelas mayoritas dan data tetangga 

terdekat. 

 Evaluasi akurasi model dengan pembagian data latih dan data uji. 

 Prediksi terhadap data baru yang diinput oleh pengguna. 

Kode lengkap disusun modular untuk memudahkan pemahaman dan modifikasi. 

4.3 Hasil dan Contoh data baru 
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4.4 Pembahasaan  

Implementasi manual KNN memberikan gambaran sederhana namun efektif dalam 

mengklasifikasikan ketergantungan game pada anak. Normalisasi fitur terbukti penting dalam 

menjaga keseimbangan pengaruh setiap atribut terhadap hasil prediksi. Akurasi model yang 

diperoleh cukup baik mengingat jumlah dataset yang relatif kecil dan disintesis. 

Faktor utama yang memengaruhi klasifikasi meliputi usia, jam main per hari, tingkat 

pengawasan orang tua, kualitas tidur, nilai akademik, interaksi sosial, perilaku agresif, dan riwayat 

ketergantungan sebelumnya. Pendekatan KNN juga memudahkan interpretasi dengan menampilkan 

data tetangga terdekat sebagai alasan prediksi. 

Penelitian ini dapat dikembangkan lebih lanjut dengan dataset yang lebih besar dan 

eksplorasi metode normalisasi atau parameter 𝑘 yang optimal untuk meningkatkan performa model. 

5. KESIMPULAN DAN SARAN 

5.1 Kesimpulan 

Berdasarkan hasil penelitian yang telah dilakukan, dapat diambil beberapa kesimpulan 

sebagai berikut: 

1. Algoritma K-Nearest Neighbor (KNN) dapat digunakan untuk mengklasifikasikan 

tingkat ketergantungan anak terhadap game berdasarkan berbagai faktor perilaku dan 

sosial. 

2. Nilai k = 3 memberikan hasil klasifikasi yang optimal dengan akurasi sebesar 85%. 

3. Faktor-faktor utama yang memengaruhi tingkat ketergantungan antara lain lama 

bermain, pengawasan orang tua, nilai akademik, dan interaksi sosial. 

4. Hasil penelitian ini dapat membantu orang tua dan pendidik dalam mengenali tanda-

tanda awal ketergantungan digital pada anak. 

5.2 Saran 

1. Penelitian selanjutnya disarankan menggunakan dataset nyata dengan jumlah data yang 

lebih besar agar hasil klasifikasi lebih akurat. 

2. Dapat dilakukan perbandingan dengan algoritma lain seperti Decision Tree atau Naïve 

Bayes untuk memperoleh hasil yang lebih optimal. 

3. Perlu dikembangkan sistem pemantauan berbasis web atau aplikasi agar hasil klasifikasi 

dapat digunakan secara praktis oleh orang tua dan guru. 

4. Penelitian lanjutan sebaiknya mempertimbangkan aspek emosional dan psikologis anak 

untuk memperoleh analisis yang lebih komprehensif. 
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