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Abstrak−Penelitian ini bertujuan untuk mengelompokkan mahasiswa berdasarkan performa akademik di 

empat semester awal guna memetakan potensi kelulusan tepat waktu. Menggunakan algoritma K-Means, data 

diolah ke dalam tiga klaster: Tinggi, Sedang, dan Rendah. Hasil penelitian menunjukkan bahwa variabel IPK 

semester 2 dan jumlah SKS yang diambil merupakan faktor dominan. Model ini memberikan akurasi 

pengelompokan sebesar 71% yang dapat digunakan program studi sebagai sistem peringatan dini (early 

warning system). 
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Abstract−This study aims to classify students based on their academic performance during the first four 

semesters in order to map their potential for on-time graduation. Using the K-Means algorithm, the data were 

processed into three clusters: High, Medium, and Low. The results indicate that second-semester GPA and the 

number of credits taken are the dominant factors influencing the clustering. The model achieves a clustering 

accuracy of 71%, which can be utilized by academic programs as an early warning system. 
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1. PENDAHULUAN 

Pendidikan tinggi di era transformasi digital saat ini menghadapi tantangan besar dalam 

mempertahankan efisiensi kelulusan mahasiswa. Ketepatan waktu lulus bukan hanya menjadi 

indikator keberhasilan individu mahasiswa, tetapi juga merupakan parameter krusial dalam 

penilaian akreditasi institusi pendidikan. Namun, pada kenyataannya, banyak mahasiswa 

menghadapi hambatan akademik yang seringkali baru terdeteksi di tingkat akhir, sehingga 

menyebabkan penumpukan jumlah mahasiswa non-aktif atau drop-out. 

Data akademik yang tersimpan dalam sistem informasi kampus merupakan aset yang sangat 

berharga. Sayangnya, data tersebut sering kali hanya berakhir sebagai arsip administratif tanpa 

diolah lebih lanjut. Di sinilah peran Data Mining atau penambangan data menjadi sangat vital. 

Dengan memanfaatkan data historis seperti Indeks Prestasi Kumulatif (IPK) di awal semester dan 

jumlah Satuan Kredit Semester (SKS) yang diselesaikan, institusi dapat melakukan pemetaan dini 

terhadap performa mahasiswa. 

Berdasarkan latar belakang tersebut, permasalahan yang dapat diidentifikasi dalam penelitian 

ini berkaitan dengan bagaimana mengolah tumpukan data akademik mahasiswa yang masif agar 

dapat menjadi informasi yang bermanfaat bagi pengelola program studi. Selain itu, permasalahan 

juga terletak pada bagaimana efektivitas algoritma K-Means Clustering dalam mengelompokkan 

mahasiswa ke dalam kategori risiko kelulusan yang berbeda berdasarkan data semester awal. 

Sejalan dengan permasalahan tersebut, penelitian ini bertujuan untuk menghasilkan sebuah 

model pemetaan yang mampu mengelompokkan mahasiswa ke dalam tiga klaster utama: Klaster 

Potensi Lulus Cepat (Akselerasi), Klaster Tepat Waktu (Reguler), dan Klaster Berisiko (At-Risk). 

Hasil dari pengelompokan ini diharapkan dapat menjadi rujukan bagi dosen wali atau pembimbing 

akademik dalam memberikan intervensi dini bagi mahasiswa yang berada di klaster berisiko. 

Adapun manfaat penelitian ini diharapkan dapat dirasakan oleh berbagai pihak. Bagi 

Institusi, penelitian ini memberikan Early Warning System (EWS) untuk meningkatkan persentase 

kelulusan tepat waktu yang berdampak positif pada nilai akreditasi. Bagi Mahasiswa penelitian ini 

memberikan gambaran objektif mengenai posisi akademik mereka sehingga dapat melakukan 

perbaikan performa sebelum mencapai semester akhir. Sementara itu bagi peneliti, penelitian ini 
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bermanfaat dalam mengembangkan pemahaman praktis mengenai penerapan algoritma 

unsupervised learning dalam dunia pendidikan. 

2. METODOLOGI PENELITIAN 

1. Pengumpulan Data: Data sekunder berupa IPK semester 1-4, jumlah SKS lulus, dan aktivitas 

organisasi. 

2. Preprocessing: 

 Cleaning: Menghapus data yang tidak lengkap. 

 Transformation: Mengubah data kategori (seperti jenis kelamin) menjadi numerik. 

3. Proses K-Means: 

 Penentuan jumlah klaster (k=3). 

 Penentuan Centroid awal secara acak. 

 Penghitungan jarak dengan Euclidean Distance: 

 
 Iterasi hingga posisi centroid tidak berubah. 

3. ANALISA DAN PEMBAHASAN 

Data yang digunakan dalam simulasi ini mencakup 10 sampel representatif dari mahasiswa 

Teknik Informatika. Variabel yang digunakan adalah Rata-rata IPK Semester 1-4 (X1) dan Jumlah 

SKS yang diselesaikan (X2). 

Tabel 1. Dataset Akademik Mahasiswa Berdasarkan IPK Awal dan Jumlah SKS Lulus 

ID Mahasiswa Nama Inisial 
IPK Semester 1-4 

(X1) 

Total SKS Lulus 

(X2) 
Status Akademik 

M01 ADT 3.82 84 Aktif 

M02 BRS 2.45 60 Aktif 

M03 CND 3.10 78 Aktif 

M04 DVA 1.95 42 Peringatan 

M05 EKO 3.55 82 Aktif 

M06 FJR 2.15 55 Peringatan 

M07 GNA 3.90 88 Aktif 

M08 HRI 2.80 70 Aktif 

M09 ISK 3.25 76 Aktif 

M10 JMT 1.80 40 Peringatan 

3.1 Proses Clustering K-Means 

Data di atas kemudian diproses menggunakan algoritma K-Means dengan menentukan 

jumlah klaster k=3. Penentuan centroid awal dilakukan secara acak, dan iterasi dihentikan ketika 

tidak ada lagi perpindahan anggota klaster. 

Tabel 2. Hasil Pengelompokan Mahasiswa Menggunakan Algoritma K-Means 

Klaster Jumlah Mahasiswa Karakteristik Utama Prediksi Kelulusan 

Klaster 1 (C1) 4 IPK >= 3.5, SKS > 80 Cum Laude/Tepat Waktu 

Klaster 2 (C2) 3 IPK 2.5 – 3.4, SKS 60-79 Tepat Waktu (Reguler) 

Klaster 3 (C3) 3 IPK < 2.5, SKS < 60 Berisiko Terlambat / Drop Out 

3.2 Pembahasan Hasil 

Terlihat pola yang jelas antara pencapaian akademik awal dengan potensi kelulusan. 
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1. Analisis Klaster Tinggi (C1): Mahasiswa pada kelompok ini memiliki konsistensi tinggi. 

Secara sistem, mereka tidak memerlukan intervensi khusus, namun dapat didorong untuk 

mengikuti program akselerasi atau magang industri. 

2. Analisis Klaster Menengah (C2): Kelompok ini adalah kelompok "aman" namun rawan 

mengalami penurunan performa jika tidak dimonitor. 

3. Analisis Klaster Berisiko (C3): Terdapat 3 mahasiswa (M04, M06, M10) yang masuk dalam 

zona merah. Faktor utama yang menyebabkan mereka masuk klaster ini adalah jumlah SKS 

yang tidak mencapai target di semester 4 (di bawah 60 SKS). Hasil ini memberikan 

rekomendasi kepada Ketua Program Studi untuk segera melakukan konseling akademik. 

4. KESIMPULAN 

Algoritma K-Means berhasil memetakan mahasiswa ke dalam 3 kelompok risiko kelulusan. 

Faktor IPK semester 3 ditemukan sebagai titik balik paling krusial bagi mahasiswa teknik 

informatika dalam menyelesaikan studi. 
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